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#### Abstract

The classical transcendental solutions to the Painlevé III equation are derived from a family of solutions to the $S L(2, \mathbb{C})$ anti-self-dual Yang-Mills equation. It is also shown that the affine Weyl group symmetry of $\mathrm{P}_{\text {III }}$ is recovered from the symmetry of Yang's equation.
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## 1. Introduction

Both the anti-self-dual Yang-Mills (ASDYM) equation and the six Painlevé equations play a key role in the theory of integrable systems. It has been shown by Mason and Woodhouse that the $S L(2, \mathbb{C})$ ASDYM equation can be reduced to the Painlevé equations under certain three-dimensional Abelian groups of conformal symmetries [1, 2].

Corrigan et al have constructed a family of solutions to Yang's equation, which is equivalent to the ASDYM equation, in the case of $S L(2, \mathbb{C})[3,4]$. These solutions can be expressed in terms of Hankel determinants whose entries satisfy the Laplace equation. On the other hand, it is known that the classical transcendental solutions to the Painlevé equations can be expressed in terms of some determinants whose entries satisfy (confluent) hypergeometric differential equations [5]. In the previous paper [6], the author has presented the explicit expression for a family of solutions to Yang's equation that corresponds to the classical transcendental solutions of the Painlevé II and IV equations. Shah and Woodhouse have constructed a similar expression for the Painlevé VI equation [7].

One of the aims of this paper is to present a similar expression in terms of $\tau$-functions for a family of classical transcendental solutions to the Painlevé III equation ( $\mathrm{P}_{\mathrm{III}}$ )
$\frac{\mathrm{d}^{2} y_{*}}{\mathrm{~d} \rho^{2}}=\frac{1}{y_{*}}\left(\frac{\mathrm{~d} y_{*}}{\mathrm{~d} \rho}\right)^{2}-\frac{1}{\rho} \frac{\mathrm{~d} y_{*}}{\mathrm{~d} \rho}-\frac{4}{\rho}\left[\eta_{\infty} \theta_{\infty} y_{*}^{2}+\eta_{0}\left(\theta_{0}+1\right)\right]+4 \eta_{\infty}^{2} y_{*}^{3}-\frac{4 \eta_{0}^{2}}{y_{*}}$,
or its equivalent

$$
\begin{equation*}
\frac{\mathrm{d}^{2} y}{\mathrm{~d} t^{2}}=\frac{1}{y}\left(\frac{\mathrm{~d} y}{\mathrm{~d} t}\right)^{2}-\frac{1}{t} \frac{\mathrm{~d} y}{\mathrm{~d} t}+\frac{y^{2}}{t^{2}}\left(\eta_{\infty}^{2} y-\eta_{\infty} \theta_{\infty}\right)-\frac{\eta_{0}\left(\theta_{0}+1\right)}{t}-\frac{\eta_{0}^{2}}{y}, \tag{1.2}
\end{equation*}
$$

which is called Painlevé III' equation. These two equations are mutually connected through the variable transformations $t=\rho^{2}, y=\rho y_{*}$.

It is also known that each of the Painlevé equations, except for $\mathrm{P}_{\mathrm{I}}$, admits the affine Weyl group symmetry as the group of Bäcklund transformations. It is meaningful to explain such a symmetry from that of the ASDYM equation. Another purpose of this paper is to derive the (extended) affine Weyl group symmetry of $\mathrm{P}_{\mathrm{III}}$ from the symmetry of Yang's equation.

In section 2, we give a brief review of Yang's equation, its symmetry and a family of special solutions. We summarize the derivation of $\mathrm{P}_{\mathrm{III}}$ from the ASDYM equation in section 3. In section 4, we show that the classical transcendental solutions of $\mathrm{P}_{\mathrm{III}}$ can be derived from the family of solutions to Yang's equation. In section 5, we mention the derivation of $\mathrm{P}_{\mathrm{III}}$ from Yang's equation and show that all the Bäcklund transformations of $\mathrm{P}_{\mathrm{III}}$ can be recovered from those of Yang's equation. Appendices A and B are devoted to a remark on the relationship to the Ernst equation.

## 2. Yang's equation, its symmetry and determinant solutions

In this section we give a brief review of Yang's equation [8], its symmetries and a family of special solutions expressed in terms of Hankel determinants [3, 4].

The $S L(2, \mathbb{C})$ ASDYM equation is given by

$$
\begin{align*}
& \partial_{z} A_{w}-\partial_{w} A_{z}+\left[A_{z}, A_{w}\right]=0, \\
& \partial_{\tilde{z}} A_{\tilde{w}}-\partial_{\tilde{w}} A_{\tilde{z}}+\left[A_{\tilde{z}}, A_{\tilde{w}}\right]=0,  \tag{2.1}\\
& \partial_{z} A_{\tilde{z}}-\partial_{\tilde{z}} A_{z}-\partial_{w} A_{\tilde{w}}+\partial_{\tilde{w}} A_{w}+\left[A_{z}, A_{\tilde{z}}\right]-\left[A_{w}, A_{\tilde{w}}\right]=0,
\end{align*}
$$

where $A_{z}, A_{w}, A_{\tilde{z}}$ and $A_{\tilde{w}}$ are the components of the gauge potential $A=A_{z} \mathrm{~d} z+A_{w} \mathrm{~d} w+$ $A_{\tilde{z}} \mathrm{~d} \tilde{z}+A_{\tilde{w}} \mathrm{~d} \tilde{w}$ and are $\mathfrak{s l}(2, \mathbb{C})$-valued functions. The first two equations of (2.1) are the local integrability conditions for the existence of two matrix-valued functions $H$ and $\widetilde{H}$ such that

$$
\begin{equation*}
\partial_{z} H=-A_{z} H, \quad \partial_{w} H=-A_{w} H, \quad \partial_{\tilde{z}} \widetilde{H}=-A_{\tilde{z}} \widetilde{H}, \quad \partial_{\tilde{w}} \widetilde{H}=-A_{\tilde{w}} \widetilde{H} \tag{2.2}
\end{equation*}
$$

They are determined uniquely by $A$ up to $H \mapsto H \tilde{M}, \widetilde{H} \mapsto \widetilde{H} M$, where $M$ depends only on $z$ and $w$, and $\widetilde{M}$ depends only on $\tilde{z}$ and $\tilde{w}$. The third equation of (2.1) holds if and only if the $J$-matrix defined by $J=\widetilde{H}^{-1} H$ satisfies Yang's equation

$$
\begin{equation*}
\partial_{w}\left(J^{-1} \partial_{\tilde{w}} J\right)-\partial_{z}\left(J^{-1} \partial_{\tilde{z}} J\right)=0 . \tag{2.3}
\end{equation*}
$$

It is obvious that Yang's equation is invariant under the transformation

$$
\begin{equation*}
J \mapsto M^{-1} J \tilde{M}, \tag{2.4}
\end{equation*}
$$

which means that one can regard the transformation (2.4) as the Bäcklund transformation of Yang's equation (2.3). It is known that Yang's equation (2.3) also admits another Bäcklund transformation. We set

$$
J=\frac{1}{f}\left(\begin{array}{cc}
1 & g  \tag{2.5}\\
e & f^{2}+e g
\end{array}\right)
$$

to express Yang's equation (2.3) as the coupled nonlinear equations

$$
\begin{align*}
& \partial_{z} \partial_{\tilde{z}}(\log f)+\frac{\left(\partial_{\tilde{z}} e\right)\left(\partial_{z} g\right)}{f^{2}}=\partial_{w} \partial_{\tilde{w}}(\log f)+\frac{\left(\partial_{\tilde{w}} e\right)\left(\partial_{w} g\right)}{f^{2}}, \\
& \partial_{\tilde{z}}\left(\frac{\partial_{z} g}{f^{2}}\right)=\partial_{\tilde{w}}\left(\frac{\partial_{w} g}{f^{2}}\right)  \tag{2.6}\\
& \partial_{z}\left(\frac{\partial_{\tilde{z}} e}{f^{2}}\right)=\partial_{w}\left(\frac{\partial_{\tilde{w}} e}{f^{2}}\right)
\end{align*}
$$

Lemma 2.1. Let $(e, f, g)$ be a solution to (2.6). Then ( $\hat{e}, \hat{f}, \hat{g}$ ) defined by
$\hat{f}=\frac{1}{f}, \quad \partial_{z} \hat{g}=\frac{\partial_{\tilde{w}} e}{f^{2}}, \quad \partial_{w} \hat{g}=\frac{\partial_{\tilde{z}} e}{f^{2}}, \quad \partial_{\tilde{z}} \hat{e}=\frac{\partial_{w} g}{f^{2}}, \quad \partial_{\tilde{w}} \hat{e}=\frac{\partial_{z} g}{f^{2}}$
is also a solution.
We call (2.7) the transformation $\beta$. Obviously we have $\beta^{2}=1$.
As a particular example of the Bäcklund transformation (2.4), we consider the transformation $\gamma$ defined by

$$
\gamma: \quad J \mapsto\left(\begin{array}{ll} 
& 1  \tag{2.8}\\
1 &
\end{array}\right) J\left(\begin{array}{ll} 
& 1 \\
1 &
\end{array}\right) .
$$

We also have $\gamma^{2}=1$. Since $\beta \gamma \neq \gamma \beta$, it is possible to generate solutions to Yang's equation by operating one after the other. In fact, Corrigan et al $[3,4]$ have constructed a family of solutions to Yang's equation by such a procedure.

Proposition $2.2[3,4]$. Define the functions $\tau_{n}^{m}(m \in \mathbb{Z}, n \in \mathbb{Z} \geqslant 0)$ by

$$
\tau_{n}^{m}=\left|\begin{array}{cccc}
\varphi_{m-n+1} & \varphi_{m-n+2} & \cdots & \varphi_{m}  \tag{2.9}\\
\varphi_{m-n+2} & \varphi_{m-n+3} & \cdots & \varphi_{m+1} \\
\vdots & \vdots & \ddots & \vdots \\
\varphi_{m} & \varphi_{m+1} & \cdots & \varphi_{m+n-1}
\end{array}\right|,
$$

where the entries $\varphi_{j}$ satisfy

$$
\begin{equation*}
\partial_{\tilde{w}} \varphi_{j}=\partial_{z} \varphi_{j+1}, \quad \partial_{\tilde{z}} \varphi_{j}=\partial_{w} \varphi_{j+1} \tag{2.10}
\end{equation*}
$$

and the Laplace equation

$$
\begin{equation*}
\left(\partial_{w} \partial_{\tilde{w}}-\partial_{z} \partial_{\tilde{z}}\right) \varphi_{j}=0 \tag{2.11}
\end{equation*}
$$

Then

$$
J=\frac{1}{\tau_{n}^{m}}\left(\begin{array}{ll}
\tau_{n}^{m-1} & \tau_{n+1}^{m}  \tag{2.12}\\
\tau_{n-1}^{m} & \tau_{n}^{m+1}
\end{array}\right)
$$

gives rise to a family of solutions to Yang's equation (2.3).
We remark that the functions $\tau_{n}^{m}$ defined by (2.9) satisfy the bilinear relations [9]

$$
\begin{align*}
& D_{\tilde{w}} \tau_{n}^{m} \cdot \tau_{n-1}^{m+1}=D_{z} \tau_{n}^{m+1} \cdot \tau_{n-1}^{m}, \\
& D_{\tilde{z}} \tau_{n}^{m} \cdot \tau_{n-1}^{m+1}=D_{w} \tau_{n}^{m+1} \cdot \tau_{n-1}^{m},  \tag{2.13}\\
& \tau_{n+1}^{m} \tau_{n-1}^{m}=\tau_{n}^{m+1} \tau_{n}^{m-1}-\tau_{n}^{m} \tau_{n}^{m},
\end{align*}
$$

where $D_{\tilde{w}}, D_{z}, D_{\tilde{z}}$ and $D_{w}$ are Hirota's bilinear operators.

## 3. Reduction to the Painlevé III' equation

Mason and Woodhouse have shown that the $S L(2, \mathbb{C})$ ASDYM equation can be reduced to the Painlevé equations [1,2]. Suppose that the gauge potential $A$ is invariant under the action of the Jordan group of degree 4. Then the ASDYM equation is reduced to a system of ordinary differential equations, from which one can derive the Painlevé equation.

Let us summarize the derivation of the Painlevé III' equation from the ASDYM equation according to $[1,2]$. In the case of $\mathrm{P}_{\mathrm{III}}$, we take the Jordan group of the form

$$
\left(\begin{array}{cccc}
1 & a & &  \tag{3.1}\\
& 1 & & \\
& & b & c \\
& & & b
\end{array}\right)
$$

and the above criterion leads us to the coordinate transformation

$$
\begin{equation*}
p=z, \quad q=\tilde{z}, \quad r=\log \tilde{w}, \quad t=w \tilde{w} . \tag{3.2}
\end{equation*}
$$

We rewrite the gauge potential $A$ in the form $A=P \mathrm{~d} p+Q \mathrm{~d} q+R \mathrm{~d} r+T \mathrm{~d} t$, where $P, Q, R$ and $T$ depend only on $t$. Since it is possible to fix $T=0$ by a gauge transformation, we have

$$
\begin{equation*}
A_{z}=P, \quad A_{\tilde{z}}=Q, \quad A_{w}=0, \quad A_{\tilde{w}}=\mathrm{e}^{-r} R \tag{3.3}
\end{equation*}
$$

Substituting the result into the ASDYM equation (2.1), we get a system of ordinary differential equations

$$
\begin{equation*}
P^{\prime}=0, \quad Q^{\prime}=[Q, R], \quad R^{\prime}=t[P, Q], \quad \quad=t \frac{\mathrm{~d}}{\mathrm{~d} t} . \tag{3.4}
\end{equation*}
$$

The residual gauge freedom can be exploited to reduce $P$ to the form $P=\operatorname{diag}(k,-k)(k \neq 0)$, when the eigenvalue of $P$ is a non-zero constant. We then obtain for six unknowns a system of equations

$$
\begin{align*}
& R_{11}^{\prime}=0, \quad R_{12}^{\prime}=2 k t Q_{12}, \quad R_{21}^{\prime}=-2 k t Q_{21}, \\
& Q_{11}^{\prime}=Q_{12} R_{21}-Q_{21} R_{12}, \\
& Q_{12}^{\prime}=2\left(Q_{11} R_{12}-Q_{12} R_{11}\right),  \tag{3.5}\\
& Q_{21}^{\prime}=2\left(Q_{21} R_{11}-Q_{11} R_{21}\right) .
\end{align*}
$$

We find that the quantities

$$
\begin{align*}
& l^{2}=\frac{1}{2} \operatorname{tr}\left(Q^{2}\right)=Q_{11}^{2}+Q_{12} Q_{21}, \\
& m=\operatorname{tr}(P R)=2 k R_{11}  \tag{3.6}\\
& n=\operatorname{tr}(Q R)=2 Q_{11} R_{11}+Q_{12} R_{21}+Q_{21} R_{12}
\end{align*}
$$

are the first integrals and that the system (3.5) essentially has three unknown variables.
By using (3.5) and (3.6) we obtain for $y=R_{12} / Q_{12}$ and $x=-Q_{11}+l$ a system of equations

$$
\begin{align*}
& y^{\prime}=2 y^{2} x-\left(\eta_{\infty} y^{2}+\theta_{0} y+\eta_{0} t\right) \\
& x^{\prime}=-2 y x^{2}+\left(2 \eta_{\infty} y+\theta_{0}\right) x-\frac{1}{2} \eta_{\infty}\left(\theta_{0}+\theta_{\infty}\right) \tag{3.7}
\end{align*}
$$

with

$$
\begin{equation*}
\eta_{0}=-2 k, \quad \eta_{\infty}=2 l, \quad \theta_{0}=-\frac{m}{k}, \quad \theta_{\infty}=\frac{n}{l}, \tag{3.8}
\end{equation*}
$$

which are precisely the Hamiltonian system for $\mathrm{P}_{\text {III' }}$ (1.2). Note that one can get for $\hat{y}=R_{21} / Q_{21}$ the equation $\mathrm{P}_{\mathrm{III}}$ with the parameter $\theta_{0}$ being replaced by $\theta_{0}-2$.

## 4. The $J$-matrix for the classical transcendental solutions to $\mathrm{P}_{\text {III }}$

In this section we construct the $J$-matrix for the classical transcendental solutions to the Hamiltonian system for the Painlevé III equation,

$$
\begin{align*}
& y_{*}^{\prime}=4 y_{*}^{2} x_{*}-2 \eta_{\infty} \rho y_{*}^{2}-\left(2 \theta_{0}+1\right) y_{*}-2 \eta_{0} \rho, \\
& x_{*}^{\prime}=-4 y_{*} x_{*}^{2}+\left(4 \eta_{\infty} \rho y_{*}+2 \theta_{0}+1\right) x_{*}-\eta_{\infty}\left(\theta_{0}+\theta_{\infty}\right) \rho, \tag{4.1}
\end{align*}
$$

where we denote ${ }^{\prime}=\rho \frac{\mathrm{d}}{\mathrm{d} \rho}$. This system can be obtained from (3.7) by the variable transformations $t=\rho^{2}, y=\rho y_{*}$ and $x=\rho^{-1} x_{*}$.

Proposition $4.2[5,10]$. Define the functions $\tau_{n}^{\nu}\left(n \in \mathbb{Z}_{\geqslant 0}, \nu \in \mathbb{C}\right)$ by

$$
\tau_{n}^{v}=\left|\begin{array}{cccc}
\psi_{v}^{(0)} & \psi_{v}^{(1)} & \cdots & \psi_{v}^{(n-1)}  \tag{4.2}\\
\psi_{v}^{(1)} & \psi_{v}^{(2)} & \cdots & \psi_{v}^{(n)} \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{v}^{(n-1)} & \psi_{v}^{(n)} & \cdots & \psi_{v}^{(2 n-2)}
\end{array}\right|, \quad \psi_{v}^{(k)}=\left(\rho \frac{\mathrm{d}}{\mathrm{~d} \rho}\right)^{k} \psi_{v}
$$

where $\psi_{v}$ is given in terms of (modified) Bessel functions by

$$
\psi_{v}= \begin{cases}c_{1} J_{v}+c_{2} Y_{v}, & \left(4 \eta_{0} \eta_{\infty}=+1\right)  \tag{4.3}\\ c_{1} I_{v}+c_{2} I_{-v}, & \left(4 \eta_{0} \eta_{\infty}=-1\right)\end{cases}
$$

with $c_{1}$ and $c_{2}$ being arbitrary complex constants. Then

$$
\begin{equation*}
y_{*}=\frac{1}{2 \eta_{\infty}} \frac{\tau_{n+1}^{\nu} \tau_{n}^{\nu+1}}{\tau_{n+1}^{\nu+1} \tau_{n}^{v}}, \quad x_{*}=-\frac{1}{4 \eta_{0} \rho} \frac{\tau_{n+1}^{\nu+1} \tau_{n-1}^{\nu+1}}{\tau_{n}^{\nu+1} \tau_{n}^{\nu+1}} \tag{4.4}
\end{equation*}
$$

with

$$
\begin{equation*}
\theta_{\infty}=v+n+1, \quad \theta_{0}=-v+n-1 \tag{4.5}
\end{equation*}
$$

give rise to a family of classical transcendental solutions to the Hamiltonian system for $P_{\mathrm{III}}$.
Note that we have for the $\tau$-functions (4.2) the following bilinear relations:

$$
\begin{align*}
& \tau_{n+1}^{\nu} \tau_{n-1}^{\nu}=4 \eta_{0} \eta_{\infty} \rho^{2}\left(\tau_{n}^{\nu+1} \tau_{n}^{\nu-1}-\tau_{n}^{\nu} \tau_{n}^{\nu}\right) \\
& \left(4 \eta_{0} \eta_{\infty}\right)^{-1} \tau_{n+1}^{\nu} \tau_{n-1}^{\nu+1}=\tau_{n+1}^{\nu+1} \tau_{n-1}^{v}-2 n \rho \tau_{n}^{\nu+1} \tau_{n}^{v},  \tag{4.6}\\
& \rho \tau_{n+1}^{\nu-1} \tau_{n}^{\nu+1}=-4 \eta_{0} \eta_{\infty} \rho \tau_{n+1}^{v+1} \tau_{n}^{\nu-1}+2 \nu \tau_{n+1}^{v} \tau_{n}^{v}, \\
& \left(\rho D_{\rho}-v-n\right) \tau_{n+1}^{\nu} \cdot \tau_{n}^{v+1}=-4 \eta_{0} \eta_{\infty} \rho \tau_{n+1}^{\nu+1} \tau_{n}^{\nu},
\end{align*}
$$

where $D_{\rho}$ is Hirota's bilinear operator. By using these relations and (3.6), we see that the matrices $Q$ and $R$ can be calculated as

$$
Q=\left(\begin{array}{cc}
\frac{\eta_{\infty}}{2}+\frac{1}{4 \eta_{0} \rho^{2}} \frac{\tau_{n+1}^{\nu+1} \tau_{n-1}^{\nu+1}}{\tau_{n}^{\nu+1} \tau_{n}^{\nu+1}} & C_{n} \eta_{\infty} \rho^{-(\nu+n+1)} \frac{\tau_{n+1}^{\nu+1} \tau_{n}^{v}}{\tau_{n}^{\nu+1} \tau_{n}^{\nu+1}}  \tag{4.7}\\
-C_{n}^{-1} \frac{1}{4 \eta_{0}} \rho^{\nu+n-1} \frac{\tau_{n}^{\nu+2} \tau_{n-1}^{\nu+1}}{\tau_{n}^{\nu+1} \tau_{n}^{\nu+1}} & -\frac{\eta_{\infty}}{2}-\frac{1}{4 \eta_{0} \rho^{2}} \frac{\tau_{n+1}^{\nu+1} \tau_{n-1}^{\nu+1}}{\tau_{n}^{\nu+1} \tau_{n}^{\nu+1}}
\end{array}\right),
$$

and

$$
R=\left(\begin{array}{cc}
\frac{v+1-n}{2} & \frac{1}{2} C_{n} \rho^{-(\nu+n)} \frac{\tau_{n+1}^{v}}{\tau_{n}^{v+1}}  \tag{4.8}\\
-C_{n}^{-1} \frac{1}{8 \eta_{0} \eta_{\infty}} \rho^{v+n} \frac{\tau_{n-1}^{v+2}}{\tau_{n}^{v+1}} & -\frac{v+1-n}{2}
\end{array}\right),
$$

respectively, with $C_{n}=\left(-2 \eta_{0}\right)^{-2 n}\left(-2 \eta_{\infty}\right)^{-n}$.

Let us solve the linear equations (2.10) and (2.11) in the coordinate system ( $p, q, r, t$ ) given by (3.2). Then we get

$$
\begin{equation*}
\varphi_{j}=\left(-2 \eta_{0}\right)^{-j} \mathrm{e}^{-\eta_{0} z+\eta_{\infty} \tilde{} \tilde{w}} \tilde{w}^{v+1-j} \rho^{-(\nu+1-j)} \psi_{\nu+1-j} \tag{4.9}
\end{equation*}
$$

where $\psi_{v}$ is given by (4.3). Equations (2.10) and (2.11) are reduced to the contiguity relations

$$
\begin{equation*}
\psi_{v}^{\prime}-\nu \psi_{v}=-4 \eta_{0} \eta_{\infty} \rho \psi_{v+1}, \quad \psi_{v}^{\prime}+\nu \psi_{v}=\rho \psi_{v-1} \tag{4.10}
\end{equation*}
$$

and Bessel's differential equation $\psi_{v}^{\prime \prime}+\left(4 \eta_{0} \eta_{\infty} \rho^{2}-v^{2}\right) \psi_{v}=0$, respectively.
Theorem 4.2. Define a sequence of functions $\varphi_{j}(j \in \mathbb{Z})$ by

$$
\begin{equation*}
\varphi_{j}=\left(-2 \eta_{0}\right)^{-j} \mathrm{e}^{-\eta_{0} z+\eta_{\infty} \tilde{} \tilde{w}} \tilde{w}^{\nu+1-j} \rho^{-(\nu+1-j)} \psi_{\nu+1-j} \tag{4.11}
\end{equation*}
$$

and the functions $\tau_{n}^{m}$ by (2.9). Then the J-matrix corresponding to the classical transcendental solutions of the Painlevé III equation is given by

$$
J=\frac{1}{\tau_{n}^{0}}\left(\begin{array}{ll}
\tau_{n}^{-1} & \tau_{n+1}^{0}  \tag{4.12}\\
\tau_{n-1}^{0} & \tau_{n}^{1}
\end{array}\right)
$$

We find that the components of the gauge potential are recovered by
$A_{z}=-\partial_{z} H H^{-1}$,

$$
A_{w}=-\partial_{w} H H^{-1}
$$

$$
\begin{equation*}
A_{\tilde{z}}=\left(-\partial_{\tilde{z}} H+H J^{-1} \partial_{\tilde{z}} J\right) H^{-1}, \quad A_{\tilde{w}}=\left(-\partial_{\tilde{w}} H+H J^{-1} \partial_{\tilde{w}} J\right) H^{-1} \tag{4.13}
\end{equation*}
$$

with

$$
H=\left(\begin{array}{ll}
\tilde{w}^{-\frac{1}{2}(v+1)} \mathrm{e}^{\frac{1}{2}\left(\eta_{0} z-\eta_{\infty} \tilde{z}\right)} &  \tag{4.14}\\
& \tilde{w}^{\frac{1}{2}(\nu+1)} \mathrm{e}^{-\frac{1}{2}\left(\eta_{0} z-\eta_{\infty} \tilde{z}\right)}
\end{array}\right) .
$$

Proof. What we must prove is the following six relations:

$$
\begin{align*}
& \frac{\left(\partial_{\tilde{z}} \tau_{n}^{m-1}\right) \tau_{n}^{m+1}-\left(\partial_{\tilde{z}} \tau_{n-1}^{m}\right) \tau_{n+1}^{m}-\left(\partial_{\tilde{z}} \tau_{n}^{m}\right) \tau_{n}^{m}}{\left(\tau_{n}^{m}\right)^{2}}=\frac{1}{4 \eta_{0} \rho^{2}} \frac{\tau_{n+1}^{\nu+1-m} \tau_{n-1}^{\nu+1-m}}{\left(\tau_{n}^{v+1-m}\right)^{2}}  \tag{4.15}\\
& \begin{aligned}
\frac{D_{\tilde{z}} \tau_{n+1}^{m} \cdot \tau_{n}^{m+1}}{\left(\tau_{n}^{m}\right)^{2}}= & \left(-2 \eta_{0}\right)^{-m-n}\left(4 \eta_{0} \eta_{\infty}\right)^{-n} \mathrm{e}^{-\eta_{0} z+\eta_{\infty}} \tilde{z} \tilde{w}^{v+1-m-n} \\
& \times \eta_{\infty} \rho^{-(\nu+1-m+n)} \frac{\tau_{n+1}^{\nu+1-m} \tau_{n}^{\nu-m}}{\left(\tau_{n}^{v+1-m}\right)^{2}}, \\
\frac{D_{\tilde{z}} \tau_{n}^{m-1} \cdot \tau_{n-1}^{m}}{\left(\tau_{n}^{m}\right)^{2}}= & \left(-2 \eta_{0}\right)^{m+n}\left(4 \eta_{0} \eta_{\infty}\right)^{n} \mathrm{e}^{\eta_{0} z-\eta_{\infty} \tilde{z}} \tilde{w}^{-(\nu+1-m-n)} \\
& \times \frac{1}{4 \eta_{0}} \rho^{\nu-1-m+n} \frac{\tau_{n}^{\nu+2-m} \tau_{n-1}^{\nu+1-m}}{\left(\tau_{n}^{\nu+1-m}\right)^{2}}
\end{aligned}
\end{align*}
$$

and
$\left(\partial_{\tilde{w}} \tau_{n}^{m+1}\right) \tau_{n}^{m-1}-\left(\partial_{\tilde{w}} \tau_{n+1}^{m}\right) \tau_{n-1}^{m}-\left(\partial_{\tilde{w}} \tau_{n}^{m}\right) \tau_{n}^{m}=0$,
$\frac{D_{\tilde{w}} \tau_{n+1}^{m} \cdot \tau_{n}^{m+1}}{\left(\tau_{n}^{m}\right)^{2}}=\frac{1}{2}\left(-2 \eta_{0}\right)^{-(m+n)}\left(4 \eta_{0} \eta_{\infty}\right)^{-n} \mathrm{e}^{-\eta_{0} z+\eta_{\infty} \tilde{z}} \tilde{w}^{\nu-m-n} \rho^{-\nu+m-n} \frac{\tau_{n+1}^{\nu-m}}{\tau_{n}^{\nu+1-m}}$,
$\frac{D_{\tilde{w}} \tau_{n-1}^{m} \cdot \tau_{n}^{m-1}}{\left(\tau_{n}^{m}\right)^{2}}=-\left(-2 \eta_{0}\right)^{m+n}\left(4 \eta_{0} \eta_{\infty}\right)^{n} \mathrm{e}^{\eta_{0} z-\eta_{\infty} \tilde{z}} \tilde{w}^{-\nu+m+n-2} \rho^{\nu-m+n} \frac{1}{8 \eta_{0} \eta_{\infty}} \frac{\tau_{n-1}^{\nu+2-m}}{\tau_{n}^{\nu+1-m}}$.

From the linear relation $\partial_{\tilde{z}} \varphi_{j}=\eta_{\infty} \varphi_{j}$ and the third relation of (2.13), we have

$$
\begin{equation*}
\left(\partial_{\tilde{z}} \tau_{n}^{m-1}\right) \tau_{n}^{m+1}-\left(\partial_{\bar{z}} \tau_{n-1}^{m}\right) \tau_{n+1}^{m}-\left(\partial_{\tilde{z}} \tau_{n}^{m}\right) \tau_{n}^{m}=\eta_{\infty} \tau_{n+1}^{m} \tau_{n-1}^{m} . \tag{4.21}
\end{equation*}
$$

Since it is easy to see that
$\tau_{n}^{m}=\left(-2 \eta_{0}\right)^{-m n} \mathrm{e}^{n\left(-\eta_{0} z+\eta_{\infty} \tilde{z}\right)} \tilde{w}^{(\nu+1-m) n} \rho^{-(\nu+1-m) n}\left(4 \eta_{0} \eta_{\infty} \rho^{2}\right)^{\binom{n}{2}} \tau_{n}^{\nu+1-m}$,
we get the relation (4.15). In a similar way, we can verify (4.16) and (4.17).
By using $\partial_{\tilde{w}} \varphi_{j}=-\eta_{0} \varphi_{j+1}$, we have

$$
\begin{align*}
& \partial_{\tilde{w}} \tau_{n}^{m+1}=-\eta_{0}|m-n+2, \ldots, m, m+2|, \\
& \partial_{\tilde{w}} \tau_{n+1}^{m}=-\eta_{0}|m-n, \ldots, m-1, m+1|,  \tag{4.23}\\
& \partial_{\tilde{w}} \tau_{n}^{m}=-\eta_{0}|m-n+1, \ldots, m-1, m+1|,
\end{align*}
$$

where we denote

$$
j=\left(\begin{array}{c}
\varphi_{j}  \tag{4.24}\\
\varphi_{j+1} \\
\vdots
\end{array}\right)
$$

Set $D:=|m-n, \ldots, m-1, m+1|$. Then, the bilinear relation (4.18) is reduced to Jacobi's identity

$$
D \cdot D\left[\begin{array}{ll}
1 & n+1  \tag{4.25}\\
1 & n+1
\end{array}\right]=D\left[\begin{array}{l}
1 \\
1
\end{array}\right] D\left[\begin{array}{l}
n+1 \\
n+1
\end{array}\right]-D\left[\begin{array}{c}
1 \\
n+1
\end{array}\right] D\left[\begin{array}{c}
n+1 \\
1
\end{array}\right]
$$

where $D\left[\begin{array}{ccc}i_{1} & \cdots & i_{k} \\ j_{1} & \cdots & j_{k}\end{array}\right]$ is the minor obtained by deleting the rows with indices $i_{1}, \ldots, i_{k}$ and the columns with indices $j_{1}, \ldots, j_{k}$.

From the first bilinear relation of (2.13), we have

$$
\begin{equation*}
\frac{D_{\tilde{w}} \tau_{n+1}^{m} \cdot \tau_{n}^{m+1}}{\left(\tau_{n}^{m}\right)^{2}}=\partial_{z}\left(\frac{\tau_{n+1}^{m+1}}{\tau_{n}^{m}}\right) \tag{4.26}
\end{equation*}
$$

which yields the relation (4.19) due to (4.22). In a similar way, we get (4.20).

## 5. Symmetry of the Painlevé III' equation

It is known that the Painlevé equations admit the affine Weyl group symmetry as the groups of Bäcklund transformations. In this section, we derive $\mathrm{P}_{\text {III' }}$ directly from Yang's equation and show that the (extended) affine Weyl group symmetry of $\mathrm{P}_{\mathrm{III}}$ is recovered from the symmetry of Yang's equation.

### 5.1. From Yang's equation to $P_{\text {III }}$

Let us specialize the $J$-matrix as

$$
J=\left(\begin{array}{cc}
\mathrm{e}^{\frac{1}{2}\left(\eta_{0} p+\eta_{\infty} q\right)+\theta_{+} r} A & \mathrm{e}^{\frac{1}{2}\left(-\eta_{0} p+\eta_{\infty} q\right)+\theta_{-} r} B  \tag{5.1}\\
\mathrm{e}^{\frac{1}{2}\left(\eta_{0} p-\eta_{\infty} q\right)-\theta_{-} r} C & \mathrm{e}^{-\frac{1}{2}\left(\eta_{0} p+\eta_{\infty} q\right)-\theta_{+} r} D
\end{array}\right)
$$

where $\eta_{0}, \eta_{\infty}$ and $\theta_{ \pm}$are certain constants ${ }^{1}$, and $A, B, C$ and $D$ are functions of $t$ satisfying $A D-B C=1$. Then, Yang's equation (2.3) can be expressed by

$$
\begin{align*}
& {\left[A^{\prime} D-B C^{\prime}+\theta_{+} A D+\theta_{-} B C\right]^{\prime}=0,} \\
& {\left[A D^{\prime}-B^{\prime} C-\theta_{+} A D-\theta_{-} B C\right]^{\prime}=0,} \\
& {\left[B^{\prime} D-B D^{\prime}+\left(\theta_{+}+\theta_{-}\right) B D\right]^{\prime}=-\eta_{0} \eta_{\infty} t B D,}  \tag{5.2}\\
& {\left[A C^{\prime}-A^{\prime} C-\left(\theta_{+}+\theta_{-}\right) A C\right]^{\prime}=-\eta_{0} \eta_{\infty} t A C,}
\end{align*}
$$

where we denote ${ }^{\prime}=t \frac{\mathrm{~d}}{\mathrm{~d} t}$. Since one can see that $B^{\prime} C-B C^{\prime}+\left(\theta_{+}+\theta_{-}\right) B C$ and $A^{\prime} D-A D^{\prime}+\left(\theta_{+}+\theta_{-}\right) A D$ are constants, we introduce the parameters $\theta_{0}$ and $\theta_{\infty}$ by

$$
\begin{align*}
& B^{\prime} C-B C^{\prime}+\left(\theta_{+}+\theta_{-}\right) B C=-\frac{1}{2}\left(\theta_{0}+\theta_{\infty}\right)  \tag{5.3}\\
& A^{\prime} D-A D^{\prime}+\left(\theta_{+}+\theta_{-}\right) A D=-\frac{1}{2}\left(\theta_{0}-\theta_{\infty}\right)
\end{align*}
$$

Let us introduce the variables $X$ and $Y$ by

$$
\begin{equation*}
X=B C=A D-1, \quad Y=\frac{B^{\prime}}{B}-\frac{D^{\prime}}{D}+\left(\theta_{+}+\theta_{-}\right) . \tag{5.4}
\end{equation*}
$$

From (5.3) and the definition of $X$, we have

$$
\begin{align*}
& \frac{A^{\prime}}{A}-\frac{D^{\prime}}{D}=\frac{-\frac{1}{2}\left(\theta_{0}-\theta_{\infty}\right)}{1+X}-\left(\theta_{+}+\theta_{-}\right)  \tag{5.5}\\
& \frac{A^{\prime}}{A}+\frac{D^{\prime}}{D}=\frac{X^{\prime}}{1+X}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{B^{\prime}}{B}-\frac{C^{\prime}}{C}=\frac{-\frac{1}{2}\left(\theta_{0}+\theta_{\infty}\right)}{X}-\left(\theta_{+}+\theta_{-}\right)  \tag{5.6}\\
& \frac{B^{\prime}}{B}+\frac{C^{\prime}}{C}=\frac{X^{\prime}}{X}
\end{align*}
$$

Then, we obtain from the definition of $Y$

$$
\begin{equation*}
2 Y=\frac{X^{\prime}}{X}+\frac{-\frac{1}{2}\left(\theta_{0}+\theta_{\infty}\right)}{X}-\frac{X^{\prime}}{1+X}+\frac{-\frac{1}{2}\left(\theta_{0}-\theta_{\infty}\right)}{1+X}, \tag{5.7}
\end{equation*}
$$

namely,

$$
\begin{equation*}
X^{\prime}=2 Y X(1+X)+\theta_{0} X+\frac{1}{2}\left(\theta_{0}+\theta_{\infty}\right) \tag{5.8}
\end{equation*}
$$

On the other hand, we get

$$
\begin{align*}
\frac{B^{\prime}}{B}+\frac{D^{\prime}}{D} & =\frac{1}{2}\left[\frac{X^{\prime}}{X}+\frac{-\frac{1}{2}\left(\theta_{0}+\theta_{\infty}\right)}{X}+\frac{X^{\prime}}{1+X}-\frac{-\frac{1}{2}\left(\theta_{0}-\theta_{\infty}\right)}{1+X}\right] \\
& =2 Y X+Y+\theta_{0} \tag{5.9}
\end{align*}
$$

by using (5.8). Then the third equation of (5.2) yields

$$
\begin{equation*}
Y^{\prime}+Y\left(2 Y X+Y+\theta_{0}\right)=-\eta_{0} \eta_{\infty} t . \tag{5.10}
\end{equation*}
$$

It is easy to see that equations (5.8) and (5.10) are reduced to the Hamiltonian system for $\mathrm{P}_{\text {III' }}$ (3.7) by the variable transformations $Y=\eta_{\infty} y$ and $X=-\eta_{\infty}^{-1} x$.
${ }^{1}$ We see later that it is possible to put $\theta_{ \pm}=\left(\theta_{\infty} \pm \theta_{0}\right) / 2$.

### 5.2. Bäcklund transformations

It is obvious that Yang's equation (2.3) is invariant under the scaling transformations

$$
\begin{equation*}
z \mapsto \lambda z, \quad \tilde{z} \mapsto \lambda^{-1} \tilde{z} \tag{5.11}
\end{equation*}
$$

and

$$
\begin{equation*}
z \mapsto \mu^{-1} z, \quad w \mapsto \mu^{-1} w \tag{5.12}
\end{equation*}
$$

Each of them induces for $\mathrm{P}_{\mathrm{III}}$ the transformations

$$
\begin{equation*}
\eta_{0} \mapsto \lambda^{-1} \eta_{0}, \quad \eta_{\infty} \mapsto \lambda \eta_{\infty}, \quad y \mapsto \lambda^{-1} y, \quad x \mapsto \lambda x \tag{5.13}
\end{equation*}
$$

and

$$
\begin{equation*}
t \mapsto \mu^{-1} t, \quad \eta_{0} \mapsto \mu \eta_{0} \tag{5.14}
\end{equation*}
$$

respectively. We denote their composition by $\psi(\lambda, \mu)$ according to [10].
Next, we consider the following Bäcklund transformation:

$$
\gamma_{2}: \quad J \mapsto\left(\begin{array}{ll} 
& 1  \tag{5.15}\\
1 &
\end{array}\right) J\left(\begin{array}{ll}
1 & \\
& -1
\end{array}\right)
$$

of Yang's equation. It is easy to see that the action of $\gamma_{2}$ is reduced to

$$
\begin{align*}
\gamma_{2}: & \eta_{\infty} \mapsto-\eta_{\infty}, \quad \theta_{+} \mapsto-\theta_{-}, \quad \theta_{-} \mapsto-\theta_{+}, \\
& A \mapsto C, \quad B \mapsto-D, \quad C \mapsto A, \quad D \mapsto-B, \tag{5.16}
\end{align*}
$$

under the specialization of (5.1). Defining the transformation $s_{2}$ by $s_{2}=\psi(-1,-1) \gamma_{2}$, we get
$s_{2}: \quad \theta_{\infty} \mapsto-\theta_{\infty}, \quad y \mapsto-y, \quad x \mapsto \eta_{\infty}-x, \quad t \mapsto-t$.
We also find that Yang's equation is invariant under the transformation

$$
\begin{equation*}
\chi: \quad z \leftrightarrow \tilde{z}, \quad w \leftrightarrow \tilde{w}, \quad J \mapsto{ }^{t} J \tag{5.18}
\end{equation*}
$$

The action of $\chi$ is reduced to

$$
\begin{array}{rlrll}
\chi: & \eta_{0} & \mapsto \eta_{\infty}, & \eta_{\infty} \mapsto \eta_{0}, & \\
& & \theta_{+} \mapsto-\theta_{+},  \tag{5.19}\\
& A \mapsto t^{\theta_{+}} A, & B & \mapsto t^{-\theta-} C, & C \mapsto t^{\theta_{-}} B,
\end{array} \quad D \mapsto t^{-\theta_{+}} D .
$$

Introducing the transformation $s_{1}$ by $s_{1}=s_{2} \psi\left(\eta_{\infty} / \eta_{0}, 1\right) \chi s_{2}$, we have

$$
\begin{equation*}
s_{1}: \quad \theta_{0} \leftrightarrow \theta_{\infty}, \quad y \mapsto y+\frac{\frac{1}{2}\left(\theta_{\infty}-\theta_{0}\right)}{x-\eta_{\infty}} . \tag{5.20}
\end{equation*}
$$

Finally, we introduce the transformation $\xi$ by $\xi=\chi \gamma \beta \gamma$, where $\beta$ and $\gamma$ are defined in section 2. This also survives in the reduction procedure to $\mathrm{P}_{\mathrm{III}}$, and we get

$$
\begin{align*}
& \xi: \quad \eta_{0} \mapsto-\eta_{\infty}, \quad \eta_{\infty} \mapsto-\eta_{0}, \quad \theta_{0} \mapsto \theta_{\infty}-1, \quad \theta_{\infty} \mapsto \theta_{0}+1, \\
& y \mapsto \frac{t}{y}, \quad x \mapsto \frac{y}{t}\left[\frac{1}{2}\left(\theta_{0}+\theta_{\infty}\right)-y x\right],  \tag{5.21}\\
& \text { and } \theta_{-} \mapsto-\theta_{-}+1 \text {. }
\end{align*}
$$

Proposition 5.1 [10]. The transformations $s_{1}, s_{2}, \xi$ and $\psi(\lambda, \mu)$ generate the group of Bäcklund transformations of $P_{\text {III }}$.

Thus, we recover the (extended) affine Weyl group symmetry of $\mathrm{P}_{\text {III }}$ from the symmetry of Yang's equation. Note that one can put $\theta_{ \pm}=\left(\theta_{\infty} \pm \theta_{0}\right) / 2$.
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## Appendix A. Yang's equation and the Ernst equation

Here, we give a brief remark on the reduction process from Yang's equation to the Ernst equation [11] that describes the stationary axisymmetric vacuum gravitational fields.

The Ernst equation is given by

$$
\begin{align*}
& \tilde{f}\left(\partial_{\rho}^{2}+\frac{1}{\rho} \partial_{\rho}+\partial_{\zeta}^{2}\right) \tilde{f}-\left(\partial_{\rho} \tilde{f}\right)^{2}-\left(\partial_{\zeta} \tilde{f}\right)^{2}+\left(\partial_{\rho} \psi\right)^{2}+\left(\partial_{\zeta} \psi\right)^{2}=0, \\
& \tilde{f}\left(\partial_{\rho}^{2}+\frac{1}{\rho} \partial_{\rho}+\partial_{\zeta}^{2}\right) \psi-2\left(\partial_{\rho} \tilde{f}\right)\left(\partial_{\rho} \psi\right)-2\left(\partial_{\zeta} \tilde{f}\right)\left(\partial_{\zeta} \psi\right)=0 . \tag{A.1}
\end{align*}
$$

Introducing the matrix $\widehat{J}$ by

$$
\widehat{J}=\frac{1}{\tilde{f}}\left(\begin{array}{cc}
1 & \psi  \tag{A.2}\\
\psi & \tilde{f}^{2}+\psi^{2}
\end{array}\right),
$$

we see that the Ernst equation can be written as

$$
\begin{equation*}
\partial_{\rho}\left(\rho \widehat{J}^{-1} \partial_{\rho} \widehat{J}\right)+\partial_{\zeta}\left(\rho \widehat{J}^{-1} \partial_{\zeta} \widehat{J}\right)=0 \tag{A.3}
\end{equation*}
$$

The Ernst equation (A.3) can be derived from Yang's equation by a dimensional reduction. In fact, introducing the new coordinates

$$
\begin{equation*}
\rho=\sqrt{w \tilde{w}}, \quad \theta=\sqrt{\frac{w}{\tilde{w}}}, \quad \zeta=\frac{1}{2}(z-\tilde{z}), \quad t=\frac{1}{2}(z+\tilde{z}) \tag{A.4}
\end{equation*}
$$

and assuming that the $J$-matrix depends on $\rho$ and $\zeta$, we see that $\widehat{J}(\rho, \zeta)=J(z, \tilde{z}, w, \tilde{w})$ with ${ }^{t} \widehat{J}=\widehat{J}$ satisfies the Ernst equation (A.3).

Proposition A. 1 [12, 13]. Define the functions $A^{(n)}$ and $\widetilde{A}^{(n)}$ by

$$
A^{(n)}=\left|\begin{array}{ccccc}
u_{0} & \mathrm{i} u_{1} & \mathrm{i}^{2} u_{2} & \ldots & \mathrm{i}^{n-1} u_{n-1}  \tag{A.5}\\
\mathrm{i} u_{1} & u_{0} & \mathrm{i} u_{1} & \ldots & \mathrm{i}^{n-2} u_{n-2} \\
\mathrm{i}^{2} u_{2} & \mathrm{i} u_{1} & u_{0} & \ldots & \mathrm{i}^{n-3} u_{n-3} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\mathrm{i}^{n-1} u_{n-1} & \mathrm{i}^{n-2} u_{n-2} & \mathrm{i}^{n-3} u_{n-3} & \ldots & u_{0}
\end{array}\right|
$$

and $\widetilde{A}^{(n)}=A^{(n)}\left[\begin{array}{l}1 \\ n\end{array}\right]$, respectively, where the entries $u_{j}(j=0,1,2, \ldots)$ satisfy

$$
\begin{equation*}
\left(\partial_{\rho}-\frac{j}{\rho}\right) u_{j-1}=\partial_{\zeta} u_{j}, \quad\left(\partial_{\rho}+\frac{j-1}{\rho}\right) u_{j}=-\partial_{\zeta} u_{j-1} \tag{A.6}
\end{equation*}
$$

and the linear equation

$$
\begin{equation*}
\left(\partial_{\rho}^{2}-\frac{1}{\rho} \partial_{\rho}+\partial_{\zeta}^{2}-\frac{j^{2}-1}{\rho^{2}}\right) u_{j}=0 . \tag{A.7}
\end{equation*}
$$

Then

$$
\widehat{J}=\frac{1}{A^{(n)}}\left(\begin{array}{cc}
\rho^{-n+1} A^{(n-1)} & \mathrm{i} \widetilde{A}^{(n+1)}  \tag{A.8}\\
\mathrm{i} \widetilde{A}^{(n+1)} & \rho^{n-1} A^{(n+1)}
\end{array}\right)
$$

or

$$
\begin{equation*}
\tilde{f}=\rho^{n-1} \frac{A^{(n)}}{A^{(n-1)}}, \quad \psi=\mathrm{i} \rho^{n-1} \frac{\widetilde{A}^{(n+1)}}{A^{(n-1)}} \tag{A.9}
\end{equation*}
$$

gives rise to a family of solutions to the Ernst equation.
Note that we have the bilinear relations

$$
\begin{align*}
& D_{\rho} A^{(n)} \cdot \widetilde{A}^{(n)}+\mathrm{i} D_{\zeta} \widetilde{A}^{(n+1)} \cdot A^{(n-1)}=-\frac{n-2}{\rho} A^{(n)} \widetilde{A}^{(n)}, \\
& D_{\rho} \widetilde{A}^{(n+1)} \cdot A^{(n-1)}+\mathrm{i} D_{\zeta} A^{(n)} \cdot \widetilde{A}^{(n)}=-\frac{n-1}{\rho} \widetilde{A}^{(n+1)} A^{(n-1)} \tag{A.10}
\end{align*}
$$

and

$$
\begin{equation*}
A^{(n+1)} A^{(n-1)}=\left[A^{(n)}\right]^{2}-\left[\widetilde{A}^{(n+1)}\right]^{2} . \tag{A.11}
\end{equation*}
$$

Let us show that the above family of solutions to the Ernst equation can be obtained from that to Yang's equation given in proposition 2.2. We take the entries of determinant $\varphi_{j}(j \in \mathbb{Z})$ as

$$
\begin{equation*}
\varphi_{j}=\theta^{j} \rho^{-1} u_{j}, \quad u_{j}=u_{j}(\rho, \zeta) \tag{A.12}
\end{equation*}
$$

where $\rho, \zeta$ and $\theta$ are defined by (A.4). Then, the linear relation (2.10) and the Laplace equation (2.11) are reduced to (A.6) and (A.7), respectively. One can set $u_{-j}=(-1)^{j} u_{j}(j \in$ $\mathbb{Z}_{\geqslant 0}$ ), which is consistent with (A.6) and (A.7). In this setting, we see that the functions $\tau_{n}^{m}$ defined in proposition 2.2 yield

$$
\begin{align*}
& \tau_{n}^{0}=(-1)^{\binom{n}{2}} \rho^{-n} A^{(n)}, \\
& \tau_{n}^{1}=(-1)^{\binom{n}{2}} \theta^{n} \rho^{-n} \mathrm{i}^{-n} \widetilde{A}^{(n+1)},  \tag{A.13}\\
& \tau_{n}^{-1}=(-1)^{\binom{n+1}{2}} \theta^{-n} \rho^{-n} \mathrm{i}^{-n} \widetilde{A}^{(n+1)},
\end{align*}
$$

and the bilinear relations (2.13) are reduced to (A.10) and (A.11). A solution to Yang's equation

$$
J=\frac{1}{\tau_{n}^{0}}\left(\begin{array}{cc}
\tau_{n-1}^{0} & \tau_{n}^{1}  \tag{A.14}\\
-\tau_{n}^{-1} & -\tau_{n+1}^{0}
\end{array}\right)
$$

is reduced to

$$
J=\frac{1}{A^{(n)}}\left(\begin{array}{cc}
(-1)^{n-1} \rho A^{(n-1)} & \theta^{n} \mathrm{i}^{-n} \widetilde{A}^{(n+1)}  \tag{A.15}\\
-\theta^{-n} \mathrm{i}^{n} \widetilde{A}^{(n+1)} & (-1)^{n+1} \rho^{-1} A^{(n+1)}
\end{array}\right) .
$$

Taking appropriate matrices $M=M(z, w)$ and $\widetilde{M}=\widetilde{M}(\tilde{z}, \tilde{w})$, we see that $\widehat{J}=M^{-1} J \widetilde{M}$ coincides with (A.8).

## Appendix B. From the Ernst equation to $\mathbf{P}_{\text {III }}$

In this section, we mention the reduction from the Ernst equation to $\mathrm{P}_{\mathrm{III}}$.
Let us consider the equation

$$
\begin{equation*}
\left(\rho J^{-1} \partial_{\rho} J\right)_{\rho}+\left(\rho J^{-1} \partial_{\zeta} J\right)_{\zeta}=0 \tag{B.1}
\end{equation*}
$$

where $J=J(\rho, \zeta)$ is the matrix-valued function given by

$$
J=\left(\begin{array}{ll}
\mathcal{A} & \mathcal{B}  \tag{B.2}\\
\mathcal{C} & \mathcal{D}
\end{array}\right), \quad \mathcal{A D}-\mathcal{B C}=1
$$

Obviously, equation (B.1) is an asymmetric version of the Ernst equation (A.3). Set

$$
\begin{array}{ll}
\mathcal{A}(\rho, \zeta)=A(\rho), & \mathcal{B}(\rho, \zeta)=B(\rho) \mathrm{e}^{\kappa \zeta} \\
\mathcal{C}(\rho, \zeta)=C(\rho) \mathrm{e}^{-\kappa \zeta}, & \mathcal{D}(\rho, \zeta)=D(\rho) . \tag{B.3}
\end{array}
$$

Then, equation (B.1) can be written as

$$
\begin{align*}
& \left(A^{\prime} D-B C^{\prime}\right)^{\prime}=0 \\
& \left(B^{\prime} D-B D^{\prime}\right)^{\prime}+\kappa^{2} \rho^{2} B D=0 \\
& \left(A^{\prime} C-A C^{\prime}\right)^{\prime}-\kappa^{2} \rho^{2} A C=0  \tag{B.4}\\
& \left(A D^{\prime}-B^{\prime} C\right)^{\prime}=0
\end{align*}
$$

with $A D-B C=1$, where we denote ${ }^{\prime}=\rho \frac{\mathrm{d}}{\mathrm{d} \rho}$. By the similar procedure to that in section 5 , one can obtain the Hamiltonian system for $\mathrm{P}_{\mathrm{III}}$.

When we set $\mathcal{A}=\mathcal{D}$,

$$
\widehat{J}=\left(\begin{array}{ll} 
& 1  \tag{B.5}\\
1 &
\end{array}\right) J
$$

satisfies the Ernst equation (A.3). It is easy to see that the constraint $\mathcal{A}=\mathcal{D}$ yields the condition $\theta_{\infty}=\theta_{0}$ in the procedure to derive $\mathrm{P}_{\text {III. }}$. This coincides with the result in [14].

Let us consider the specialization $u_{j}(\rho, \zeta)=(-\kappa)^{j} \rho \phi_{j}(\rho) \mathrm{e}^{\kappa \zeta}$, which is consistent with (B.3). Then, the linear relations (A.6) and (A.7) are reduced to

$$
\begin{equation*}
\left(\partial_{\rho}-\frac{j}{\rho}\right) \phi_{j}=-\kappa^{2} \phi_{j+1}, \quad\left(\partial_{\rho}+\frac{j}{\rho}\right) \phi_{j}=\phi_{j-1} \tag{B.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\partial_{\rho}^{2}+\frac{1}{\rho} \partial_{\rho}+\kappa^{2}-\frac{j^{2}}{\rho^{2}}\right) \phi_{j}=0 \tag{B.7}
\end{equation*}
$$

respectively. This means that the functions $\phi_{j}$ can be expressed in terms of the Bessel functions whose parameter is a non-negative integer. The functions $A^{(n)}$ and $\widetilde{A}^{(n+1)}$ are reduced to

$$
\begin{align*}
& A^{(n)}=(-1)^{\binom{n}{2}} \kappa^{-2\binom{n}{2}} \rho^{n(2-n)} \mathrm{e}^{n \kappa \zeta} \sigma_{n}^{0}, \\
& \widetilde{A}^{(n+1)}=\mathrm{i}^{n}(-1)^{\left({ }^{(n+1}\right)} \kappa^{n(2-n)} \rho^{n(2-n)} \mathrm{e}^{n \kappa \zeta} \sigma_{n}^{1}, \tag{B.8}
\end{align*}
$$

where $\sigma_{n}^{j}$ is given by

$$
\sigma_{n}^{j}=\left|\begin{array}{cccc}
\phi_{j}^{(0)} & \phi_{j}^{(1)} & \ldots & \phi_{j}^{(n-1)}  \tag{B.9}\\
\phi_{j}^{(1)} & \phi_{j}^{(2)} & \ldots & \phi_{j}^{(n)} \\
\vdots & \vdots & \ddots & \vdots \\
\phi_{j}^{(n-1)} & \phi_{j}^{(n)} & \ldots & \phi_{j}^{(2 n-2)}
\end{array}\right|, \quad \phi_{j}^{(k)}=\left(\rho \frac{\mathrm{d}}{\mathrm{~d} \rho}\right)^{k} \phi_{j}
$$

This leads us to the classical transcendental solutions of $\mathrm{P}_{\text {III }}$ given in proposition 4.1 with the additional constraint $\theta_{0}=\theta_{\infty}$.

## References

[1] Mason L J and Woodhouse N M J 1993 Nonlinearity 6 569-81
[2] Mason L J and Woodhouse N M J 1996 Integrability, Self-Duality and Twister Theory (Oxford: Oxford University Press)
[3] Corrigan E F, Fairlie D B, Yates R G and Goddard P 1978 Phys. Lett. 72 B 354-6
[4] Corrigan E F, Fairlie D B, Yates R G and Goddard P 1978 Commun. Math. Phys. 58 223-40
[5] Masuda T 2004 Tohoku Math. J. 56 467-90
[6] Masuda T 2005 J. Phys. A: Math. Gen. 38 6741-57
[7] Shah M R and Woodhouse N M J 2006 J. Phys. A: Math. Gen. 39 12265-9
[8] Yang C N 1997 Phys. Rev. Lett. 38 1377-9
[9] Sasa N, Ohta Y and Matsukidaira J 1998 J. Phys. Soc. Japan 67 83-6
[10] Okamoto K 1987 Funkcial. Ekvac. 30 305-32
[11] Ernst F J 1968 Phys. Rev. 167 1175-8
[12] Nakamura Y 1983 J. Math. Phys. 24 606-9
[13] Sasa N and Satsuma J 1993 J. Phys. Soc. Japan 62 1153-8
[14] Calvert G and Woodhouse N M J 1996 Class. Quantum Grav. 13 L33-9

